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Overview

nn SAM NewsSAM News
nn Progress and plansProgress and plans
nn SAM Station and remote node network statsSAM Station and remote node network stats
nn Future SAMFuture SAM--Grid architecture and plansGrid architecture and plans
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SAM News

nn We have lifted the station moratorium imposed in We have lifted the station moratorium imposed in 
February. New stations requested for:February. New stations requested for:
uu Cal State Fresno:Cal State Fresno:csufcsuf_hep2_hep2--stationstation
uu Tata Tata Institute:Institute:TataTata--mcfarmmcfarm
uu Please send your requests to Please send your requests to samsam--adminadmin

nn CDF has committed to using SAM. They are CDF has committed to using SAM. They are 
suggesting features that may be useful to us too. suggesting features that may be useful to us too. 
Also contributing some manpower. Also contributing some manpower. 

nn Chris Chris Jozwiak Jozwiak is leaving, so some things will be is leaving, so some things will be 
slower (like getting new stations going) for a slower (like getting new stations going) for a 
while. Please be patient.while. Please be patient.
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fnal.gov

DØ data handling News
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June 2002
CERN Courier
•Data was 
transferred between 
IC, Lancaser and 
FNAL
•Used DoE Science 
Grid Cirtificate
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“With great power comes great responsibility”

We need to be sure the product, and project, are 
on track to meet the needs of all users for Run II.
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What’s New in SAM?
(Latest version v4_2_0_3p1)

nn Many improvements in distributed cluster environment Many improvements in distributed cluster environment 
(CAB, Farms, ClueD0)(CAB, Farms, ClueD0)

nn Much easier installation and configurationMuch easier installation and configuration
nn New improved installation instructionsNew improved installation instructions
nn Ability to use distributed Naming Service, and run station Ability to use distributed Naming Service, and run station 

with workers on VPN (Frank’s presentation)with workers on VPN (Frank’s presentation)
nn Ability to set “route” and “constrainedAbility to set “route” and “constrained--delivery” (at the delivery” (at the 

same time!)same time!)
nn Removed some cache accounting problems and other Removed some cache accounting problems and other 

inconsistenciesinconsistencies
nn Improved name service and Improved name service and samsam--atat--aa--glance monitoringglance monitoring
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What  is in the Works 
(just some highlights for next 4 months)

nn Clean up additional caching issuesClean up additional caching issues
nn Add CRC checking on file transfersAdd CRC checking on file transfers
nn Move to Move to GridFTP GridFTP (from (from bbftpbbftp) for extra) for extra--domain domain 

file transferfile transfer
nn More monitoring, including file transfer and More monitoring, including file transfer and 

station trackingstation tracking
nn Ability to share NFS mounted disks in cluster. Ability to share NFS mounted disks in cluster. 
nn Looking into use of Looking into use of dCachedCache, and ability to use , and ability to use 

network files served by network files served by TdCacheTdCache, using , using Tnet Tnet in in 
ROOT to read them. ROOT to read them. 
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Remote SAM Station Stats 
(For the Last 21 Days)

Delivered and Received Files
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Remote SAM Station Stats 
(For the last 21 Days)

Delivered and Received MBytes
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Remote SAM Station Stats
(For the last 21 Days)

Delivery and Receive Rates
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Remote Node Network Stats
(Outbound traffic from d0mino)

June 23, 2002 Outbound
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June 25, 2002
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June 26, 2002

0
2000000
40000006000000
8000000

10000000
12000000
14000000
16000000
18000000
20000000

tri
via

al
.n

ikh
ef

.n
l

fa
l0

00
ph

ys
03

.la
nc

s.
ac

.u
k

dz
er

o.
ph

ys
ics

.ls
a.

um
ich

.e
du

DZ
ER

O
.B

U.
ED

U

pd
p1

5.
he

p.
Pr

in
c

et
on

.E
DU

Node

kb
yt

es

Series1

Remote Node Network Stats
(Outbound traffic from  d0mino)

Fal000phys03: 30GB

Triviaal: 18 GB



d0db.fnal.gov/sam 14

Remote Node Network Stats
(outbound traffic from  d0mino)

June 27, 2002
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Remote Node Network Stats
(outbound traffic from  d0mino)

June 29, 2002
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Remote Node Network Stats
(outbound traffic from  d0mino)

July 1, 2001
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Remote Node Network Stats
(outbound traffic from  d0mino)

July 3, 2002
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SAM and the Grid
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What is SAM-Grid? 

nn Project to include Job and Information Project to include Job and Information 
Management with the SAM Data Management Management with the SAM Data Management 
SystemSystem

nn Project started in 2001 as part of the PPDG Project started in 2001 as part of the PPDG 
collaboration to handle D0’s expanded needs.collaboration to handle D0’s expanded needs.

nn Recently included CDFRecently included CDF
nn Current SAMCurrent SAM--Grid team includes:Grid team includes:

uu Andrew Andrew BaranovskiBaranovski, Gabriele , Gabriele GarzoglioGarzoglio, Lee Lueking, , Lee Lueking, 
Dane Dane SkowSkow, Igor , Igor TerekhovTerekhov, Rod Walker (Imperial , Rod Walker (Imperial 
College), College), Jae Jae Yu (UTA), Drew Meyer (UTA), Yu (UTA), Drew Meyer (UTA), Tomasz Tomasz 
WlodekWlodek

uu Collaboration with U. Wisconsin Condor team.Collaboration with U. Wisconsin Condor team.

nn http://wwwhttp://www--d0.d0.fnalfnal..govgov/computing/grid/computing/grid
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The Goal
nn Enable fully distributed computing for the Enable fully distributed computing for the DZeroDZero and CDF, and CDF, 

by enhancing SAM and  incorporating standard Grid tools by enhancing SAM and  incorporating standard Grid tools 
and protocols. Developing new solutions for Grid and protocols. Developing new solutions for Grid 
computing in a secure and accountable environment. computing in a secure and accountable environment. 

nn The SAM gridThe SAM grid--ificationification is funded by PPDG and is funded by PPDG and GridPPGridPP. . 
The collaborators we are working with include the Condor The collaborators we are working with include the Condor 
Team (via PPDG) and Imperial College (via Team (via PPDG) and Imperial College (via GridPPGridPP))

nn We are communicating with other groups working on Grid We are communicating with other groups working on Grid 
technologies as well (EDG among them). technologies as well (EDG among them). 

nn Regular  CDF/DZero joint grid meetingsRegular  CDF/DZero joint grid meetings
nn We promote interoperability and code reuseWe promote interoperability and code reuse
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Major Components

nn Job Definition and  Management:Job Definition and  Management: The preliminary job The preliminary job 
management architecture is aggressively based on the management architecture is aggressively based on the 
Condor technology provided by through our collaboration Condor technology provided by through our collaboration 
with  University of Wisconsin CS Group.with  University of Wisconsin CS Group.

nn Monitoring and Information Services:Monitoring and Information Services: We assign a critical We assign a critical 
role to this part of the system and widen the boundaries of role to this part of the system and widen the boundaries of 
this component to include all services that provide, or this component to include all services that provide, or 
receive, information relevant for job and data management.receive, information relevant for job and data management.

nn Data Handling:Data Handling: The existing SAM Data Handling system, The existing SAM Data Handling system, 
when properly abstracted, plays a principal role in the when properly abstracted, plays a principal role in the 
overall architecture and has direct effects on the Job overall architecture and has direct effects on the Job 
Management services.Management services.
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SAM-Grid Architecture
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Kerberized Certificate Authority
Dane Skow

nn The KCA (The KCA (KerberizedKerberized Certificate Authority) serves two Certificate Authority) serves two 
immediate purposes for us and allows for use of PKI immediate purposes for us and allows for use of PKI 
authenticated transactions that comply withauthenticated transactions that comply with FermilabFermilab
Policy. Policy. 
uu First, use of the KCA means that all users with FNAL First, use of the KCA means that all users with FNAL 

accounts (principals) the ability to get GRID proxies accounts (principals) the ability to get GRID proxies 
and need not register with any other CA or learn the and need not register with any other CA or learn the 
details of the care ofdetails of the care of longtermlongterm identity credentials. identity credentials. 

uu Second, use of a FNAL KCA proxy for authentication Second, use of a FNAL KCA proxy for authentication 
is sufficient proof of authorization to use FNAL is sufficient proof of authorization to use FNAL 
resources that full authority of theresources that full authority of the KerberosKerberos principal is principal is 
allowed.allowed.
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KCA and CA acceptance Schedule
Dane Skow

nn A prototype KCA is running now at FNAL and available for A prototype KCA is running now at FNAL and available for earlybird earlybird 
users.users.

nn The detailed contents of the KCA proxy are likely to change sligThe detailed contents of the KCA proxy are likely to change slightly as htly as 
discussions with the DOE Science Grid folks proceed toward makindiscussions with the DOE Science Grid folks proceed toward making g 
the FNAL (K)CA a subordinate CA of the DOE Science Grid CA. the FNAL (K)CA a subordinate CA of the DOE Science Grid CA. 

nn The service is running on a single dedicated server running in "The service is running on a single dedicated server running in "Best Best 
Effort" support mode.Effort" support mode.

nn The immediate plans are to bring a second KCA online for redundaThe immediate plans are to bring a second KCA online for redundancy ncy 
and resolve the KCA proxy format questions (by the end of Augustand resolve the KCA proxy format questions (by the end of August).).

nn Next would come resolving the subordinate CA issues with DOE Next would come resolving the subordinate CA issues with DOE 
Science Grid and implementing methods for nonScience Grid and implementing methods for non--user PKI credential user PKI credential 
generation (generation (kcronkcron jobs, host certificates, etc.) (perhaps the end of jobs, host certificates, etc.) (perhaps the end of 
September ?)September ?)

nn Then would come discussions about conditions and methods for Then would come discussions about conditions and methods for 
acceptance of external PKI credentials (no schedule).acceptance of external PKI credentials (no schedule).
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The Milestone Dependencies
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Conclusion
nn CDF is committed to use  SAM. Many new features and issues CDF is committed to use  SAM. Many new features and issues wil wil 

arise form this expanded use.arise form this expanded use.
nn Several new features and fixes have been added in the current SASeveral new features and fixes have been added in the current SAM M 

release, v4_2_0_3p1.release, v4_2_0_3p1.
nn We are starting to monitor the SAM data transfers to remote statWe are starting to monitor the SAM data transfers to remote stations ions 

and encourage more use of SAM at remote sites.and encourage more use of SAM at remote sites.
nn Comparing network statistics to the remote Comparing network statistics to the remote samsam usage gives some hints usage gives some hints 

about how the network is being used. about how the network is being used. 
nn SAMSAM--Grid is an architecture for a computing grid that is being Grid is an architecture for a computing grid that is being 

developed and will enable easy and efficient use of compute resodeveloped and will enable easy and efficient use of compute resources urces 
around the world. This system is being built with “standard Gridaround the world. This system is being built with “standard Grid
Middleware” including Middleware” including GlobusGlobus toolkit and Condor technology. toolkit and Condor technology. 

nn Work is under way to understand and use various CA’s. Work is under way to understand and use various CA’s. 
nn Encourage all to be involvedEncourage all to be involved


